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The importance of organic compounds in the oxidative capacity of the atmosphere,
and as cloud condensation and ice-forming nuclei, has been recognized for several
decades. Organic compounds comprise a significant fraction of the suspended
matter mass, leading to local (e.g. toxicity, health hazards) and global (e.g. climate
change) impacts. The state of knowledge of the physical chemistry of organic
aerosols has increased during the last few decades. However, due to their complex
chemistry and the multifaceted processes in which they are involved, the
importance of organic aerosols, particularly bioaerosols, in driving physical and
chemical atmospheric processes is still very uncertain and poorly understood.
Factors such as solubility, surface tension, chemical impurities, volatility,
morphology, contact angle, deliquescence, wettability, and the oxidation process
are pivotal in the understanding of the activation processes of cloud droplets, and
their chemical structures, solubilities and even the molecular configuration of the
microbial outer membrane, all impact ice and cloud nucleation processes in the
atmosphere. The aim of this review paper is to assess the current state of knowledge
regarding chemical and physical characterization of bioaerosols with a focus on
those properties important in nucleation processes. We herein discuss the potential
importance (or lack thereof) of physical and chemical properties of bioaerosols and
illustrate how the knowledge of these properties can be employed to study
nucleation processes using a modeling exercise. We also outline a list of major
uncertainties due to a lack of understanding of the processes involved or lack of
available data. We will also discuss key issues of atmospheric significance
deserving future physical chemistry research in the fields of bioaerosol
characterization and microphysics, as well as bioaerosol modeling. These
fundamental questions are to be addressed prior to any definite conclusions on
the potential significance of the role of bioaerosols on physico-chemical
atmospheric processes and that of climate.
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1. Introduction

Airborne particles or aerosols can directly and indirectly impact the Earth’s climate.

They can directly absorb and scatter radiation. Their indirect effect is linked to their ability

to form or act as cloud condensation nuclei (CCN) and ice-forming nuclei (IN), and hence

lead to the formation of clouds, thus indirectly influencing the Earth’s radiation budget.

Clouds play an important role through absorption of terrestrial infrared radiation and via

reflection (albedo) of solar radiation, and minute variations in cloud albedo significantly

modify the planetary albedo. Cloud albedo has been found to depend upon the properties

of hydrometeors, such as their chemical composition, their size distributions, their phases

and even their shapes in addition to their concentrations, and hence any perturbations in the

properties of aerosols acting as CCN and IN can have a potential impact on the optical

properties of clouds. These characteristics are key issues, which need to be addressed prior
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to understanding the link between aerosols, clouds, and ultimately climate. The properties of
CCN and IN in the atmosphere also impact rain formation. Precipitation in turn regulates
thewash-out of aerosols from the atmosphere. Therefore, aerosol particles have the potential

to affect the water cycle, and even agriculture and human health due to their chemical
properties [1]. It is imperative to characterize these nucleating inorganic and organic

particles, which make up the total aerosol population and understand mechanistically the
physicochemical process of cloud droplet activation and ice crystal nucleation (Figure 1),
which highly impacts the processes of aerosol–cloud interactions. Aerosols are considered

by the Intergovernmental Panel on Climate Change Report (IPCC, 2007) as a significant
factor affecting the magnitude of climate change, deserving further research.

1.1. Definitions

Organic aerosols are an important, yet less understood, subgroup of aerosols. Material
content is divided into elemental and organic carbon [2] and the latter are further classified
into primary organic aerosols (POA) and secondary organic aerosols (SOA). While POA

are directly emitted into the atmosphere by biogenic or anthropogenic sources, SOA result
from the oxidation of natural or anthropogenic emissions such as volatile organic

compounds (VOCs) which then condense on a particle or nucleate [3]. Biogenic sources
of POA include vegetation (e.g. waxes and essential oils from leaf surfaces), soil erosion,
and oceans (e.g., organic material adsorbed on bubbles, or material from phytoplankton

Figure 1. [Colour online] Characteristics of warm-based convective clouds (shown in background)
and their recognized glaciation mechanism.
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activity) [2]. Anthropogenic sources include organic emissions from residential or
agricultural biomass burning and fossil fuel burning (residential, industrial and traffic)
leading to the emission of medium and long chain hydrocarbons [2]. Some classes
of compounds, such as dicarboxylic acids and alcohols [2,3] can have multiple,
indistinguishable sources, originating from either biogenic or anthropogenic sources and
being primary or secondary organic aerosols, making the set-up of a classifica-
tion scheme without overlaps or ambiguities very difficult.

Bioaerosols are a subgroup of biogenic organic aerosols; they are airborne particles
or large molecules, ranging from 10 nm to 100 mm in diameter and very heterogeneous in
nature. They can be alive, dead, dormant (e.g., bacteria, viruses and fungi), or products
released from living organisms (e.g., metabolites, pollen, cell debris, and biofilms) [4].
Since a lot of potential bioaerosol species, especially among the metabolites, could also
originate from other primary or secondary biogenic sources (e.g. mannitol from the
Tamarix gallica plant, but also common in fungi [5]) a consistent classification of species is
not possible, but has to be related to its source. Hence, bioaerosol species will contribute to
the overall organic aerosol budget and so far it is not clear whether this contribution of
atmospherically active species (organic compounds as well as microorganisms or parts
thereof) is significant.

1.2. Objectives

This review thus strives to provide an overview of the state-of-the-art in bioaerosol
research concerning the chemical and physical characterization of species, and to discuss
their potential impact on climate by way of acting as CCN and IN. Information on
suitable methods of analysis used in previous studies for chemical and physical
characterization as well as for the investigation of CCN and IN activity will be presented
and the usefulness of the existing data for regional and global model studies will be
investigated. Uncertainties and directions of future research will be discussed.

1.3. Microorganisms in the atmosphere

The presence of microorganisms in the atmosphere has been known for several centuries,
notably through the early studies of Spallanzani and Pastor in the middle of the 18th and
19th centuries, respectively [6]. From microbiological studies, there is much interesting
early literature devoted to the identification of biological particles [7] and dedicated,
targeted studies describing the field of aerobiology [8,9]. However, these aero micro-
biological studies did not include any physical or chemical perspectives, and it was not
until the second half of the 20th century that particles of biological origin received renewed
attention from physicists and chemists, who were interested in their implications for
human health, agriculture, ice nucleation and cloud droplet activation, and ultimately
atmospheric chemistry due to their ubiquity in the atmosphere. Until recently, micro-
biological, physical and chemical research proceeded along very separate, parallel paths,
and closer interactions have only developed over the last decade [6]. These will potentially
lead to an increased multidisciplinary understanding of the physical chemistry of bio-
logical particles in the atmosphere ([6] and articles in a 2008 special issue of Biogeosciences
on ‘Properties of Biological Aerosols and their Impact on Atmospheric Processes’).

4 P. A. Ariya et al.
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The presence of various types of bioaerosols in indoor air, the troposphere and even the
stratosphere, has long been established (e.g. [10]). Some recent works have indicated that
about 25% of the particles suspended in air (by mass) are primary organic aerosols
of biological origin [11]. Over the Amazon, Graham et al. [12] have observed that ca 74%
of the aerosol volume (or mass) consists of biological particles. Jaenicke [13] has estimated
that the major sources of particles in Earth’s atmosphere (desert, oceans, and
the biosphere) contribute equally to the bioaerosol budget, underlining the potential
importance of bioaerosols for climatic processes, provided their modes of action and role
as CCN and IN is properly understood. The abundance of bioaerosols is also subject to
significant temporal and spatial variation as a function of altitude, region (e.g., rural,
urban, forest, ocean) and meteorological factors including temperature, radiation, relative
humidity, rainfall, and wind speed and direction [6]. Significant daily and seasonal
variations have also been observed. For instance, high concentrations of airborne bacteria
and fungal spores frequently occur from spring to fall in temperate regions [6], possibly
due to leaf surfaces being a major source of airborne fungi [14,15] and bacteria [16]. Even
over a single day, the airborne spore concentration has been observed to increase from
20,000 to 170,000 spores/m3 in a 2-hour period in the area around Tulsa, Oklahoma
(USA) [17]. We note that not all aerial microorganisms show a strong diurnal variation;
for instance, airborne concentrations of the fungus Gibberella zeae showed no difference
between the day and night at 60m above the ground [18].

Many different taxa of airborne microorganisms have been observed. Both
gram-positive bacteria (those that retain the color of the crystal violet stain in the gram
stain test), and gram-negative bacteria have been commonly observed in the atmosphere
[9,19,20]. Although most identified airborne bacteria are assumed to be of the more robust
gram-positive type, gram-negative bacteria (assumed to be more fragile) have also been
frequently detected. Among the fungi, spores similar to those from Cladosporium,
Aspergillaceae, Alternaria, Botrytis, and various Basidomycetes (Coprinus, Ustilago) have
been frequently observed in the atmosphere [6,9,19]. Spores of Cladosporium spp. seem
to be numerically the most dominant. Other biota such as viruses have also been observed
in the atmosphere, namely over the sea-surface [21].

The airborne particles may be present as single spores or clusters. In some cases these
are covered with mucus-like material [20,22], which supports the suggestion that chunks or
remnants of microbial biofilms offer these taxa both a means of take-off and survival in
the air [23]. Little is known about the properties of these particles and their transport
mechanism in the air, while being essential not only for their survival. Environmental
conditions can favor the presence of one organism over another; for instance, an acidic pH
favors the presence of fungi and spore-forming bacteria whereas a neutral pH favors a
greater diversity of microorganisms [24]. Over land, aerial parts of plants are a principal
source of airborne microorganisms [20]. It is also speculated that microorganisms are also
released into the atmosphere even under calm conditions if microbial growth leads to
population sizes exceeding the physical carrying capacity of the plant surface [6].

1.4. Reactivity of bioaerosols

Bioaerosols are not necessarily inert particles, and biological processes should theoretically
affect the extent and the magnitude of the physical and chemical processes that these
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particles undergo while in the atmosphere. Biological particles are suggested to have
properties that allow them to act as ice nuclei or cloud condensation nuclei [4] and
to participate in radiative forcing [13]. Bioaerosols’ number density (e.g., �103–104

bacteria/m3) is the same order of magnitude as that of other ice nuclei, hinting at the
potential significance of bioaerosols as effective IN [25]. Several types of biological
organisms and their debris have been identified as effective CCN [25]. Some also produce
highly active ice nuclei that may be involved in processes that lead to precipitation [4,26].
In addition, much of the airborne microbial flora likely metabolizes chemical components
of aerosols thereby potentially modifying atmosphere chemistry [4]. Furthermore, non-
metabolic processes such as adsorption of molecules from biological surfaces [27],
chemical release due to cell lyses, and collision-coalescence processes can drive adsorption
and desorption from cellular surfaces, modifying the chemical composition of atmospheric
gas-phase and particulate matter. Chemical reactions dictate the lifetime of atmospheric
particles, their ability to act as cloud condensation nuclei or ice nuclei. Physical and
chemical processes govern the total mass of airborne particles, their acidity, and the
amount of light they scatter and absorb, their reactivity, and their ability to act as cloud
condensation nuclei [6]. Airborne distribution is part of the natural life cycle of many
microorganisms and has likely occurred since their emergence on this planet; therefore,
their adaptation to conditions in the atmosphere has had potential consequences on
microbial population genetics and genome structure [6]. Biologists are now becoming
involved in nucleation studies. Many investigations have determined that bioaerosols are
important players in atmospheric chemistry [28,29], including nucleation, both as nuclei
themselves and by transforming non-biological nuclei [27]. A proper understanding of the
physical chemistry of bioaerosols should also include studies in microbiology and
meteorology.

There are several articles on aerobiology and the importance of meteorological factors,
chemical composition, cloud coverage, rainfall, dust storms, and the pH of aerosols, to the
occurrence and the variability of air flora (e.g. [6,20,30–33]). A number of reviews have
discussed the physical properties of organic and bioaerosols acting as CCN [25,34] and the
role of biological particles acting as IN [34,35].

In the following sections we report the present state of knowledge, including
microphysics and chemistry of ice and cloud condensation nucleation by bioaerosols
(Section 2), the tools providing information on the physical and chemical characteristics
(Section 3) of bioaerosols, and the high-risk, emerging field of bioaerosol modeling
(Section 4). We focus on the chemical and physical properties that are critical to
determining their impact on precipitation and climate, through the nucleation of cloud
droplets and ice and as a consequence through direct or indirect aerosol radiative forcing
(Section 5). We will discuss the major uncertainties on characterization and nucleation
processes focusing on biological and organic matter that are to be further studied, and
their potential impact on climate.

2. Nucleation processes

Nucleation is a process involving the phase change from a less dense to a more condensed
phase. In a system, which is thermodynamically favored for a phase change (e.g. a liquid
below its melting temperature, or a vapor above its saturation level), an activation energy
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barrier exists which can keep the system in its meta-stable state. A new surface or nucleus

must be created within the bulk phase on which the new phase can grow. Nucleation is the

random aggregation of particles that provides this new surface, pushing the system over

the kinetic barrier to phase change.

2.1. Cloud condensation and ice nucleation

In order to form cloud droplets from homogeneous water vapor, a supersaturation

of several hundred percent is necessary. In the atmosphere, supersaturations rarely exceed

10%, and usually stay below 1%. Cloud droplet formation thus primarily occurs hetero-

geneously. Aerosol particles, called cloud condensation nuclei (CCN), act as catalysts [36].

These particles can be characterized by the supersaturation at which they become active

(through deliquescence if water-soluble) and form droplets. The supersaturation, S,

of vapor over a solution droplet, with radius r, was described first by Köhler [37] with the

equation:

S ¼
P

Po
� 1 ¼ aw exp

2�Mw

r�RT

� �
� 1 ð1Þ

with

aw ¼
mw

mw þ imsðMw=MsÞ
ð2Þ

where P is the water vapor pressure over the droplet, Po is the water vapor pressure over

a flat water surface, � is the surface tension of the solution droplet, � is the water density,

R is the gas constant, T is temperature, and aw is the water activity, calculated through the

masses and molecular masses of the solute and water (ms, mw, Ms, Mw) and i, the Van’t

Hoff factor. Equation (1) combines the Raoult effect (described in the aw term) of a

decrease in vapor pressure over a solution, and the Kelvin Effect (described by the

exponential) of vapor pressure increase over surfaces of great curvature. This is generally

a good description for water-soluble inorganic salt particles. Many variations on this

equation, primarily concerning the water activity term, have been made in order to

increase its applicability and generality. Recently, Varga et al. [38], stressing the poor

performance of this theory for organic particles, measured osmolalities of organic

solutions, from which a more accurate water activity can be derived [39].
The CCN ability of organic compounds is determined by many factors such as van’t

Hoff factor variation with the concentration of solute and solubility, solubility, surface

tension, volatility, morphology, contact angle, deliquescence, and oxidation process [14].

There is still no comprehensive formula to describe all these impact factors. The impact of

impurity, solubility, and surface tension on the activation of organic particles can be seen

from the hygroscopic growth of a slightly soluble organic acid (adipic acid) simulated

by a modified Köhler equation [14] (Figure 2). An illustrative example of hygroscopic

bioaerosol is the pollen grain. Diehl et al. [40] have found that many pollen species can

uptake upwards of 100% of their weight in water in humid air (95% RH). Surface Raman

spectroscopy of pollen grains show a definitive peak at 1274 cm�1, indicative of either,

¼CH in plane (lipid) or amide III (protein) modes, peaks at 806, 846, and 894 cm�1,

attributable to different C–N stretch modes of tyrosine groups, in addition to other peaks
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affording more tenuous assignments of C¼C groups, COO� groups, and C–H or N–H
bends of lipids and proteins [41].

By analogy with CCN, ice nuclei (IN) are required to complete the liquid–solid
or vapor–solid transition. Ice nucleation can occur in four modes in the atmosphere:
deposition, condensation-freezing, immersion, and contact [42]. Ice does not form
homogeneously without a supercooling of about 35K from liquid or at very high vapor
supersaturations [43,44]. In the atmosphere, these conditions are usually absent, except in
haze particles or cirrus and other high tropospheric clouds [45]. Hence, ice nucleation is
often heterogeneous. Nonetheless, organic aerosols nucleate ice via both heterogeneous
and homogeneous mechanisms. The melting temperature and solubility of organic
compounds affect which nucleation mechanism operates [46]. Normally longer chain
organic compounds will induce heterogeneous ice nucleation due to their high melting
temperatures. Factors influencing the heterogeneous ice nucleation ability of a particle
include size, surface activity (through H-bonding or adsorption), and a water-like lattice
structure [35].

There have been fewer quantitative descriptions of a particle’s effect on ice nucleation
than on cloud condensation nucleation. Turnbull and Vonnegut used the free energy
(or activation energy) of heterogeneous nucleation (�Gnucl) to describe the nucleation
process of IN [47].

�Gnucl ¼
16�fð�Þ�3sl
3ð�GfÞ

2
ð3Þ

with

fð�Þ ¼
ð2þ cos �Þð1� cos �Þ2

4
ð4Þ

where � is the wetting or contact angle against solid substrate, �sl is the solid–liquid
interfacial energy, �Gf is the free energy of fusion, and k is the Boltzmann constant.
The function f(�) arises from geometrical considerations of a spherical cap-shaped nucleus.

Figure 2. [Colour online] Variation of supersatuation as a function of droplet size for adipic acid at
298.15K. The following curves consider: (a) classical Kohler equation (van’t Hoff factor i¼ 1),
(b) Kohler equation considering surface tension change, (c): Kohler equation including limited
solubility with equation, (d) Kohler equation including limited solubility with 2% mass fraction
of ammonium sulfate.
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Equation (3) also holds for homogeneous nucleation with f(�)¼ 1. The solid-interfacial

energy (Equation 3, �sl) is difficult to calculate theoretically and is usually left as an

adjustable parameter [42]. Since nucleation occurs under non-equilibrium conditions, the

temperature dependence of �Gf must be accounted for. To this end, the free energy

of fusion has been substituted with the entropy of fusion, �Sf (Equation 5, [47]) or

the enthalpy of fusion, �Hf (Equation 6, [48]). These substitutions are made on the

assumption that, over small ranges of temperature, enthalpy and entropy are independent

of temperature. All that said, although the activation energy of ice nucleation must depend

on the kinetic argument of the solid-interfacial energy and thermodynamic argument of

the energy of fusion, there has been no consensus on the correct mathematical expression

of �Gnucl and theory has been essentially stagnant since Equation (3)’s publication.

�Gf ffi ðTm � TÞ�Sf ð5Þ

�Gf ffi
Tm

ðTm � TÞ�Hf
ð6Þ

where T is temperature and Tm is melting temperature. Much experimental work has

probed the IN ability of organic aerosols and bioaerosols, which can provide some insights

into the behavior of bioorganic aerosols in ice nucleation. Ice nucleation experiments

on bioorganic particles have been reviewed in a recent paper [34]. This section provides

a broad overview of experimental studies of organic compounds and the major advances

and difficulties of ice nucleation experiments.

2.2. Ice-nucleating activity of bioaerosol compounds

Early studies of organic IN were conducted on solid organic compounds in order to find

active IN for cloud seeding. A thorough and systematic investigation of bioaerosols

has not yet been undertaken due to the heterogeneity of this compound group. We will

explicitly point out any relevance for bioaerosol species in this and other sections. Since

organic metabolites make up a significant fraction of smaller bioaerosols, the behavior

of organic compounds similar to these metabolites can be to be similar to those of

bioaerosols, provided these compounds are released into the atmosphere by biological

processes. Phloroglucinol, C6H3(HO)3, was the first organic IN discovered [49]. During the

1960s, the ice-forming properties of some aromatic compounds [50] and steroids [51] were

examined, the latter already being an indication that complex biochemical species might be

active IN. Head [52,53] found that thermal cracks were active sites for ice nucleation, as

demonstrated through epitaxy [54], i.e., the growth of one crystal in one or more specific

orientations on a chemically different, but geometrically similar, crystal substrate. Power

and Power [55] have reported that some amino acids are active ice nuclei, thus

demonstrating the ability of biogenic compounds and bioaerosols to be potentially active

in nucleation processes. For amino acids this is indeed possible, if they are available in the

atmosphere, released from cell debris of plant, bacteria or fungi. In fact, the effectiveness

of the well known bacterial ice nucleus, P. syringae (an insoluble bioaerosol), is partially

attributed to its cell wall, containing a certain repetition of amino-acids which acts as a

template for ice formation due to its pseudo-hexagonal symmetry [56].
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Fukuta [57] found that oxalic acid and adipic acid (dicarboxylic acids, DCA)

could act as ice nuclei at �10 and �9�C, respectively, and that about 47 of 329

compounds could be active above �3�C. Fletcher [58] later applied contact-nucleation

tests to over 1000 organic compounds at �3�C. The fact that DCA are able to act as
IN is of particular relevance since it has been shown that these species can act as

nutrients for bacteria and fungi [27], with the latter changing the overall number of IN

available.
Drops covered by monolayers of aliphatic long-chain alcohols (CnH2nþ1OH) have been

observed to freeze at small supercoolings, even near �1�C [59,60]. For n monolayers

(n� 31) nucleation temperatures were higher for odd values of n than for even values. For
even values of n, the highest observed nucleation temperatures reached �8�C (for n4 22).

For odd values of n, the nucleation temperatures gradually rose to near �1�C. Alcohols

have also been identified as being metabolites of microbiological species and as being

bioaerosol components [27,61], although a direct link between release from microorgan-

isms and IN activity has not yet been established. In comparison, carboxylic acids
of similar chain lengths produced ice nucleation at temperatures around �16�C. Lattice

match of properties of an IN and ice may be important, but it is neither a necessary nor a

sufficient condition for effective ice nucleation. Other factors can also lead to good

nucleating ability. Nikandrov [62] has suggested that the mechanism of nucleation on

organics may differ from that of inorganic substances. Gavish et al. [63] confirmed ice-

nucleating ability for some amino acids, which have a very poor lattice fit with ice. They
thus proposed that electric fields within cracks of crystals raised nucleation temperatures.

Visual observations confirmed that cracks were preferred locations, for deposition

nucleation at �15�C.
Recently, scientists have paid more attention to the ice nucleating efficiencies of

atmospheric organic aerosols. It has been suggested that atmospheric particles with high

organic content with low melting temperatures are not efficient IN [64]; a possible
explanation is that the organic compounds change the water activities of inorganic

compounds [65]. Pure dicarboxylic acids, which can be of biogenic origin and are certainly

metabolized by microorganisms, are not as efficient ice nuclei as sulfate particles of the

same size [66]. The involvement of water-soluble organic compounds can affect the water

uptake of internal mixed aerosols of ammonium sulfate with dicarboxylic acids [67].
Laboratory experiments have shown that maleic acid can act as IN in deposition

nucleation mode [68]. Furthermore, the dihydrate of oxalic acid can nucleate ice

heterogeneously in immersion freezing mode [69].
In summary, there is substantial evidence that heterogeneous IN activity is more

predominant among polar or lattice-fit organic species with high crystallization ability,

but a fully comprehensive theory capable of predicting ice-nucleating ability of organic
compounds and bioaerosols has yet to be suggested. However, recent observations have

shown that ice nucleation can be initiated quickly by oxidized aerosol coated with sulfate

in more polluted regions of clouds [70], suggesting that organic compounds play an

important role in ice crystal formation in the atmosphere.
Notwithstanding the knowledge gained from experiment, ice nucleation research

presents some difficulties in producing environmentally relevant results. These difficulties,
discussed in the next section, must be addressed in order to evaluate bioaerosols’ impact

on the physical chemistry of atmospheric processes.

10 P. A. Ariya et al.
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2.3. Experimental difficulties in ice nucleation research

In addition to four primary modes of nucleation (deposition, condensation-freezing,
immersion, and contact), secondary mechanisms complicate the issue further; e.g., the
‘riming-splintering’ process can occur, in which small shattered ice crystals can promulgate
ice formation [71]. The different modes of nucleation, as they occur in the atmosphere, are
related to different cloud processes and play different roles in cloud glaciation. Therefore,
ice nucleation experiments are the fundamental studies to investigate cloud glaciation
processes not only related to ice nuclei, but also related to nucleation modes. This presents
a choice in experimental ice nucleation research: to isolate modes and extrapolate to
atmospheric processes or to recreate atmospheric conditions and interpolate the separate
modes. DeMott [72] provides a critical investigation of the four modes of ice nucleation
of AgI aerosols via cloud chamber experiments. More studies focusing on bioaerosols
as nuclei, and the separation of the nucleation modes are needed in lieu of a general,
qualitative description of the ice nucleation process induced by organic compounds
presumed to be of biological origin.

Table 1 presents the result of several experimental studies on the ice nucleation
potential of different particles, illustrating how bioaerosols compare to a number of
abiotic ice nucleators. Freezing temperatures can vary significantly with nucleation mode.
However, within a few degrees, freezing temperatures for the same nuclei measured
by different techniques agree. While mean freezing temperatures are a great simplification
of the complex process of nucleation, they nonetheless provide a first approximation of
nucleation potential and allow for quantitative comparison, especially in a field which
lacks a standard measuring technique. Results reported in the present work were obtained
using the drop-freezing technique described by Vali [73]. Other techniques employ cloud-
chamber like systems, or other methods of observing individual droplets such as a free-fall
tube or levitating device.

A subtle bifurcation can be seen in the choice of nucleation techniques: creating a
cloud-like situation (droplet size 10–50mm) in diffusion chamber type experiments, or
more of an ‘individual drop isolation’, isolating specific nucleation events using larger
drop sizes (droplet size 300–2000 mm). The first choice offers more atmospherically
relevant freezing conditions including a wide range of water saturations and temperature,
and the ability to monitor CCN abilities in addition to IN. Nonetheless, this approach
relies on particle counters or light scattering to detect frozen droplets and information on
individual nucleation events is lost. The second choice can offer more insight into specific
nucleation processes with creative experimental design (e.g. monitoring single drop
freezing in levitation or free-fall techniques). However, the resolution of single events is
obtained at the expense of using less atmospherically-relevant drop sizes. Also, the means
of single drop isolation can sometimes introduce more uncertainties or completely alter the
nucleation process. For instance, the polarization of water molecules in drops levitated
electrodynamically [74] alters nucleation in uncertain ways. Additionally, ultrasonically
levitating drops introduces a new mode of nucleation, sono-crystallization, which is not
well understood [75].

In addition to the bifurcation of scales (individual droplets vs. large ensembles of
droplets) in nucleation experiments is the separation between phenomenological accounts
of the nucleation and chemical/molecular accounts. Indeed, the studies of aerosols that
act as atmospheric nuclei have been largely physically or microphysically oriented.
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One can then make inferences about the efficiency and mechanism of nucleation on a

particle surface based on the results of nucleation experiments with some knowledge what

the particle’s surface should look like (e.g. knowing its bulk chemical formula). On the

other hand, there is a striking paucity of chemical characterizations of the particles, which

induce nucleation during the process of nucleation. We can ascribe a particle’s nucleating

ability to ice-related symmetry, as in the case of the proteins lining the cell wall of

P. Syringae, however, we cannot yet write molecular equations describing the complex

diffusion–adsorption–nucleation process without better knowledge of the surfaces

inducing nucleation and the forces in operation during the process. Advances in colloid

and surface science, including single particle characterizations using laser mass spectro-

metry [76], Raman spectroscopy [41] and electron microscopy [77] will help mitigate the

gap between chemical and phenomenological accounts of nucleation.
It is clear that, as of yet, no experimental approach simultaneously offers a complete

investigation of the nucleation process itself and the role of nucleation in clouds. Both

approaches complement each other and should continue.

2.4. Properties affecting the CCN activity of bioaerosols

Organic matter has been reported to influence the hygroscopicity of aerosol particles,

allowing them to exhibit CCN activity. The question becomes to what extent and how

accurately can this hygroscopicity be attributed to bioaerosols? The following section

will deal with the physicochemical properties of organic aerosols, which influence

hygroscopicity.

2.4.1. Hygroscopicity: WSOC

Hygroscopicity is the ability of the nuclei to condense water vapor to form aqueous

solutions at very low equilibrium vapor pressure relative to pure water at the same

temperature and thereby activating the condensation nuclei at lower relative humidity [78].

It has been attributed to the organic aerosols and to the water soluble organic (WSOC)

fraction in particular [79], which makes up to 11–95% of the organic fraction [80]. The

solubility of the compounds making up the organic fraction (which includes fungal spores

and bacteria [81]), affects their hygroscopic character; soluble or hydrophilic compounds

being able to take up water and facilitate the formation of droplets [82]. In fact, the water

soluble fraction was reported to consist of highly polar sugars (fructose, glucose, sucrose,

trehalose) and sugar alcohols (arabitol, inositol, mannitol), which are tracers for primary

bioaerosols, pollen and fungi, respectively [80]. Pollen grains, which are hydrophilic, have

been reported to be CCN [83]. A group of biopolymers, cellulose material from plant

debris, was also found in atmospheric aerosol [84] and contributes to the WSOC [85].

Other biopolymers, macromolecules similar to naturally occurring humic substances

(HUmic-LIke Substances – HULIS) also make up part of WSOCs [85] (55–60% in the

high level range or 13–36% in the low level range) and influence hygroscopic growth by

decreasing the surface tensions [79], in turn lowering the supersaturation critical diameter

[86] and exhibiting CCN activity. These groups can result from photooxidation of biogenic

emissions (isoprene emitted from vegetation) [87,88] although they do not result from these

exclusively.
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2.4.2. Hygrosocopicity: wettability

Hygroscopic growth also occurs in the presence of hydrophobic particles such as bacteria
[89]. Studies on bacterial CCN activity show diameter increases of 34 and 16% at relative
humidity 485% for E.coli and B. subtilis [89]. Low solubility particles (e.g., bacteria [89])
can take up water if their contact angle with water is zero [90,91]. Measuring the latter
determines wettability, the ability to spread water over a surface (low water contact angle),
which depends on the surface tension of the solid and the wetting substance. Contact
angles for bacteria are reported to be lower than 30 degrees [92] or even lower than
16 degrees [25] allowing them to be CCN active despite being generally hydrophobic [89].
Studies report that, even for bacteria of the same species, varying degrees of hydrophilicity
exist and it is suggested that properties (composition, structure and hydrophilicity) of the
outer cell surface layer are influential in CCN activity [89]. So far, studies have been
concentrated on bacteria and their potential impact on CCN activity of aerosols for which
the understanding of water uptake remains incomplete [34].

2.4.3. Activity coefficient

Bioaerosols can undergo reactions in the atmosphere as aging (oxidation) and change
the chemical composition. Organic miscibility in the bulk water and interactions
between organics, inorganic salts, and water can be determined by the activity coefficient
[2,93]. The latter has been measured experimentally using EDB and scanning
electrodynamic balance (SEDB) [94]; however, measurements for WSOC remain
challenging in part due to their high volatility [94]. An alternative approach provides
estimations using thermodynamic models such as UNIFAC [93,95], which has been used
for organic aerosol systems, and can be adapted to account for new organic or ion
functional groups by adding new parameters [95]. Because the model depends on
functional group knowledge, incomplete understanding of organic mixtures’ composition
[96] as well as the close proximity of highly polar multifunctional groups [93] (small
dicarboxylic acids) [94] limit the model. Those limitations can be relevant when dealing
with bioaerosols, since they consist of highly polar sugars, sugar-alcohols [80]. However,
it is not yet clear to what extent these models can be adapted for the treatment of
bioaerosols.

2.4.4. Atmospheric processes

Atmospheric processes such as oxidation, nitration, photolysis and hydrolysis also affect
the organic aerosol composition [97]. The uptake of oxidants (O3, NO3, OH), one form
of aging [98], has been linked to increased solubility due to larger chains of soluble
multifunctional groups formation [82,99]. Measurements, however, have yet to be made to
establish a clear attribution between increased bulk solubility and aging [98]. Azaleic acid,
the oxidation product of oleic acid (emitted from microbial sources), has been detected in
high concentration in aerosols over a forest in Germany [100]. The understanding of the
aging process, however, remains incomplete as field data and laboratory measurements do
not always overlap [98] due to different preparation methods of the aerosol mixture system
[101] which dictate the morphology of the particle itself affecting the uptake coefficient
measured [98,101] or difficulty in reproducing atmospheric conditions (use of different
time scales and concentrations) [98].
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Properties of bioaerosols such as WSOC fraction and low contact angle allow them
to act as CCN. The understanding of behavior as CCN, however, is still incomplete as
measurements can sometimes be limited by the varying physical (solubility, high volatility,
polarity etc.) and chemical (composition) properties, which are dependent on atmospheric
ambient conditions as well as biological properties.

3. Chemical, physical and biological characterization of bioaerosols

We here outline methods for the physical and chemical characterization of bioaerosols.
Methods for determining many of the relevant properties of bioaerosols are summarized
in Table 2, which outlines the advantages and shortcomings of some major techniques.
We focus particularly on means of analyzing those properties that can determine or
distinguish material of biogenic or biological origin, on studies of naturally occurring
aerosols (rather than laboratory model systems), and on those properties of relevance to
ice and cloud nucleation.

3.1. Microbiological characterization, identification and taxonomy

A number of biological and chemical methods can identify intact microbiota which may
constitute bioaerosols The microbiological characterization of bioaerosols has been
recently described by Georgeakopoulos et al. [102]. In short, classic isolation techniques on
nutrient media have been widely used to enumerate and characterize airborne bacteria and
fungi [81,89]. Biological particles are collected by impaction on a filter or an agar surface
and, after incubation, visible developed colonies are enumerated and subsequently
identified. Immunological detection has also been widely used to detect microorganisms of
medical or phytopathological significance. Antibodies isolated from the serum of an
inoculate can be used as a means for detection of a number of different microorganisms.
In flow cytometry, size, shape, and selected biological properties can be measured
simultaneously. Adenosine triphosphate (ATP) levels can be used as a measure of viability
of microorganisms in environmental matrices such as clouds [24]. The polymerase chain
reaction (PCR) has revolutionized microbial ecology by facilitating the direct analysis of
nucleic acids in any sample. It is used to copy, many million-fold, specific regions of
the genome (typically51000 bases), providing enough material for analyses. Often 5100
target molecules are a sufficient template for a successful amplification, and a single
bacterium or fungal spore can be detected in fully optimized reactions.

Morphology may also be readily used to indicate a biological origin. Scanning (SEM)
and Transmission Electron Microscopy (TEM) can reveal the distinct morphologies of
biological particles including bacteria [103,104], fungal spores and pollen grains [103,105]
and brochosomes [106]. Larger bioaerosols such as pollen grains can readily be analyzed
by light microscopy (e.g., [107]). Both electron and light microscopies are typically labour-
intensive and difficult to automate when used for these purposes.

A number of other methods have been reported to distinguish bioaerosols from abiotic
aerosols and to classify the latter. A recently-developed Bioaerosol Mass Spectrometer
(BAMS) [108–110] uses time-of-flight (TOF)mass analysis and laser ionization for real-time
detection of specific microorganisms, distinguishing different Bacillus species based onmass
spectra with low m/z (5200) fragments [109], and vegetative cells form spores [110].
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A similar TOF-based system [111] distinguishes bacteria from inorganic particles by laser-
induced tryptophan fluorescence, and provides mass spectra (up to 85 kDa) of the bacteria.
Rosch et al. [112] sampled aerosols by impaction, used fluorescence to identify which
particles were bacteria, and then Raman microspectroscopy to identify these. By adding
colloidal silver to bioaerosol samples, Sengupta et al. [41] similarly reported distinctive
surface enhanced Raman spectra of different bacterial taxa and pollen species. It is not yet
known how effective these techniques will be when deployed in the field.

3.2. Analysis of individual compounds: characterization of sources and composition

Specific chemical compounds in aerosols can be used to attribute a biological origin to
them, but are also potentially important to their behavior as CCN or IN (Section 2.2.).
Liquid Chromatography (LC) and Gas Chromatography (GC), especially with mass
spectrometric (MS) detection, can identify and quantify many specific compounds in
aerosol samples, which indicate or suggest a biological origin. GC has been especially
widely used for organic aerosols [113–121] and many molecular markers characteristic of
biogenic material have been identified (examples below), allowing source assignment or
partitioning. Detection limits for individual compounds in the low pg/m3 range are typical
[116,122], and extract fractionation, and/or the use of extracted ion chromatograms typical
of particular compound classes, allow many individual overlapping compounds in very
complex mixtures to be analyzed [116]. Pio and co-workers [114,117,123] have identified up
to 1050 individual organic compounds in aerosol samples from South European sites,
including vegetation-derived alcohols and phenolic compounds, organic acids, phytoster-
ols, and long chain alkanes and alkanones The Carbon Preference Index (CPI) (ratio of
total odd- to even- carbon-number long chain alkanes) can indicate a higher plant source of
organic matter [114,115,117,120]. Patterns of long-chain alkanes and alcohols [124] and
biomass burning products [125] analyzed by GC-MS can indicate terrestrial biological
material in marine aerosols. Distinct molecular markers, along with distinctive patterns
of common compounds, can be attributed to burning of biomass e.g., levoglucosan from
cellulose [118,125], abietic, pimaric and dehydroabietic acids [120] to distinguish hardwood
from softwood burning, and distinctive patterns of phenolic and syringyl compounds from
combustion of jackfruit branches [121]. Chemometric statistical techniques such as positive
matrix factorization (PMF) [126] may increase the information available from molecular
markers, allowing source apportionation, including of the biogenic fraction. More
hydrophilic organic components of aerosols, such as sugars and sugar polyols [80,127]
and terpene oxidation products [128,129], are often better analyzed by LC or capillary
electrophoresis. LC-MS detection limits of tens of pg [130] are possible for sugars which are
characteristic of plant bioaerosols [80]. Capillary Electrophoresis/Mass Spectrometry
(CE-MS) quantified 38 C5–C10 organic acids in atmospheric particles [131] and was used to
analyze HULIS [132]. Atmospheric mono- and di-carboxylic acids, some of which are from
plants sources [133–135], and which are potential cloud nucleators [136], are typically
analyzed by ion chromatography (IC) (e.g. [137,138]). Chromatographic methods are often
labour-intensive, requiring solvent extraction, extract fractionation, and (for GC)
derivatization (e.g. [113,114,116,118,125]) of certain compound classes before chromato-
graphy. Furthermore, chromatographic data are not obtained in real time, but are averaged
over, often, lengthy sampling times. Finally, since analyses must be often be conducted on a
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pooled sample, no information is available concerning the partitioning of particular

substances on specific sizes or shapes of particles.
Puxbaum and Tenze-Kunit have developed [139] and used [139,140] an enzymatic

method for cellulose in aerosols, which can be applied directly to a sample from filters or
impactor plates, without pre-fractionation or chromatography. Laser-induced fluores-

cence (LIF) studies by Pinnick, Pan and co-workers [141,142] identified spectral features of

HULIS and of tryptophan, likely from microbial sources, in large (41 mm) organic

atmospheric particles.

3.3. Molecular weight

The molecular weight of substances in aerosols influences colligative properties and

therefore influences surface tension and ionic strength [143,144]. LC-MS and vapor

pressure osmometry [143] have been used to determine average molecular weights of
atmospheric HULIS. Ultraviolet absorbance has also been correlated with HULIS

molecular weight [88]. These studies reported number-averaged molecular weights (MN)

of 215–345 Da [143] and 410–610 Da [145].

3.4. Hygroscopicity and wettability (contact angle)

Hygroscopicity influences the CCN behavior of bioaersols. Measurements of hygroscopic

growth have been carried out with electrodynamic balance (EDB) single particle levitation,

where relative mass determinations are done at various relative humidities [146], and with

a Tandem Differential Mobility Analyzer (TDMA), which measures and selects particles

according to their size based on their mobility in an electric field making such
measurements before and after humidification indicated the degree of aerosol hygro-

scopicity. Low water contact angles, such as those of bacteria, have been measured by

modified Axisymmetric Drop Shape Analysis (ADSA) [92].

3.5. Surface characterization and heterogeneity

Since ice nucleation takes place on the surfaces of aerosols (Sections 2.1–2.2),

identification of surface composition or compositional heterogeneity of bioaerosols is

valuable. Energy-dispersive X-ray spectroscopy (EDX) showed an organic layer on sea salt

aerosols to be carbon and oxygen rich [147]. Using TOF secondary ion mass spectrometry
the layer was further shown to consist of marine lipids [148], postulated to originate

from biological material in the sea surface microlayer. The lipid layer has important

implications for the hygroscopicity of these particles. The importance of lattice match

to ice nucleation on organic compounds has been previously noted (Section 2.1); grazing-

incidence X-ray diffraction (GID) was used to study alcohols and acids on surfaces [54],
confirming the importance of epitaxy.

4. Ice nucleation modeling of bioaerosols in cumulus clouds

Cloud modeling study is an important way to apply experimental and observational results

to evaluate the potential importance of physical and chemical processes leading to the
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cloud nucleation. It is noteworthy that the numerical modeling studies, if done adequately,

can indeed constrain the major uncertainties, and evaluate the importance of the processes

in cloud nucleation. As a dominant class of ice nuclei at relatively warm temperatures,
bioaerosols should play an important role in ice formation in clouds, especially in warm-

based precipitating cumulus clouds. However, complicated compositions of bioaerosols

and their theoretically unknown nucleation microphysics mechanism make the explicit
simulation of ice nucleation by bioaerosols impossible in any cloud models. Therefore

parameterization methods based on laboratory experiments of nucleation efficiencies of

different IN are necessary to simulate the ice nucleation process of bioaerosols [149].

For example, ice-nucleating bioaerosols covered with liquid water in supercooling
conditions may catalyze the freezing of supercooled water drops. However, this process is

mainly determined by nucleation properties of bioaerosols, which are poorly understood,

in addition to the volume of water drops, supercooling rate, and subfreezing temperatures.

It is thereby necessary to establish the relationship between nucleation rates of bioaerosols
as a function of various environmental conditions during the laboratory experiments, and

parameterize the results for incorporation in modeling studies. Diehl and Wurzler [149]

have developed parameterization methods to describe the nucleation process of
bioaerosols [149]. In this section, the potential importance of bio-aerosols in cumulus

cloud glaciation, as assessed using cloud modeling studies with parameterization methods,

will be reviewed.
As one kind of bioaerosols, bacteria have been identified in clouds and fog [150,151],

raindrops [152,153] as well as hailstones [154]. The concentration of airborne bacterial cells

varies with the time of day, altitude, location and season [16,151,155,156] from 1 per liter

to more than 1000 per liter. Ice-nucleating bacteria have been widely identified in air, rain

and hail [157], and certain species of active ice-nucleating bacteria have been observed at
heights of up to 6 km [158,159]. Constantinidou et al. [160] found 5.5% of the total

bacteria present in rain and in aerosols to be active as IN at temperatures warmer than

�10�C and 4.4% of them active at the temperatures warmer than �5�C. As the most active

ice nuclei in nature, they exist widely on earth. Effective ice nucleation ability has been
observed in more than ten different genera.

However, the limited knowledge about mechanisms of aerosol–cloud interaction and

the complexity of ice nucleating properties and of spatial distribution of ice-nucleating

bioaerosols, hamper our understanding of their role in cloud formation. Although
bioaerosols show high ice nucleation efficiencies, their important role is easily overlooked

compared with other aerosols due their low concentrations (due partly to the difficulties

associated to their measurement) and complex properties in the atmosphere. The physical

processes governing bioaerosol behavior in clouds are not understood. This is particularly
the case in warm-based precipitating shallow cumulus clouds that we will examine in the

next paragraphs, even though the primary ice crystals formed by ice-nucleating bioaerosols

are not prominent compared with the total ice crystals in cumulus clouds.
The role of biological particles in cloud physics has received increasing attention

recently [34,161]. Cloud modeling studies are one important approach to clarify the role of

bioaerosols in cloud formation. Diehl et al. [161] simulated the insolubility effect

of aerosols on cloud formation using a simple cloud parcel model. In this model, the
insoluble part of an aerosol can represent different aerosols with different ice-nucleating

efficiencies, such as bacteria, pollen, leaf debris and dust. Their modeling studies showed
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different cloud properties arising from different insoluble aerosols in the cloud. However,

they could not demonstrate definitive effects of biological aerosol particles on cloud

formation processes due to several challenges. Firstly, the biological aerosol characteriza-
tion implemented in the model was not necessarily in accordance with measurements

(e.g. extremely high concentrations of biological aerosols were used). Secondly, a simple

cloud model driven by buoyancy may not correctly treat the evolution of cloud droplets.

Lastly, the more sophisticated microphysics schemes for ice multiplication processes were

not adopted. Recognizing these challenges, we encourage further systematic studies on the

role of biological aerosols in cloud formation.
Recently, Sun et al. have developed an one-and-a-half-dimensional (1.5D) non-

hydrostatic convective cloud and aerosol interaction model (NCCAIM) to test complex

liquid-phase and ice-phase microphysical processes [162]. A description of the treatment of

the microphysics and dynamic processes in this model is given by Sun et al. [162]. A brief

description of this case study is given in the appendix. We used this model with a different
initial profile of ice-nucleating bacteria to examine their importance, or lack thereof, in

the glaciation of warm-based precipitating shallow cumulus clouds. Preliminary results

indicate that ice-nucleating bioaerosols can trigger the glaciation of warm-based

precipitating shallow cumulus clouds [162]. In a moderate convective cloud simulation,

as illustrated in Figure 3, the convection process and cloud formation occur in the low

troposphere with the cloud top temperatures less than �15�C. We notice that the cloud

is totally glaciated in the subfreezing level in its dissipating stage. Figure 4 shows the

concentration evolution of ice crystals and ice-nucleating bacteria. The concentration

of small ice particles increases from about 0.01 to 100 L�1 in less than 10 minutes.

The maximum concentration of ice particles containing bacteria reached to the value

of 3m�3. This value includes both primary ice crystals nucleated by bacteria (present at

a concentration of 10m�3) as well as secondary crystals that scavenged bacteria. These
results indicate that ice-nucleating bioaerosols can trigger the glaciation of warm-based

precipitating cumulus clouds through the ice multiplication process [163]. However,

further targeted studies are required to examine this hypothesis.

Figure 3. Temperature (�C) (dotted line), vertical velocity (m s�1) (blue and red line) and rain water
content (diameter 4100mm) (in g m�3) (shaded area) as a function of time and height.
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Cumulus clouds are ubiquitous in the troposphere, and ice multiplication processes

have always been observed in them. However the potential impact of ice nucleating
bioaerosols on cloud glaciation is being ignored in present aerosol–cloud–climate

interaction studies. At this stage, we know the potential significance of ice nucleation by
bioaerosols on cloud glaciation process in some cumulus clouds. However, the indirect

effect of bioaerosols in Earth’s radiation budgets requires much further studies including
research involving all kinds of clouds.

5. Global estimates of the effect of bioaerosols on the radiative budget of the

atmosphere: major uncertainties

In order to make sound predictions of the impact of organic and bioaerosols on
the radiation budget of the atmosphere, reliable global estimates of the type and the

abundance of organic aerosols (mass and number density) are needed. Since bioaerosols
contribute to the organic carbon estimates, they should contribute to the radiative forcing,

which according to the IPCC 2007 is reported to be �0.5� 0.4W/m2 for the direct effect
and �0.7W/m2 (range �1.1 to þ0.4W/m2) for the indirect effect and has a level of

scientific understanding deemed medium–low [164].
To what extent do bioaerosols contribute to the radiative forcing? One of the quantities

required to estimate their contribution is the emission flux. One of the difficulties in

determining global estimates of the organic carbon budget is the absence of a direct
technique to quantify [165] or differentiate between POA and SOA components [90].

One reason for which bioaerosols’ source determination is lacking is that some bioaerosol
tracers, such as cellulose and protein, can be directly emitted by natural processes or result
from human activity (waste storage and agriculture) [166]. These issues result in

significantly different global estimates of bioaerosol emissions, for instance, of 10 Tg/yr
[166], 56 Tg/yr [167] and up to 1000 Tg/yr [83]. Combined uncertainties in emissions of

POA and SOA precursors result in an uncertainty factor between 2 and 5 [82], affecting
significantly the accuracy with which OA’s impact on radiative forcing of the Earth’s

Figure 4. Temperature (�C) (dotted line), ice crystal concentration (L�1) (shaded area) and ice
crystals containing bacteria (m�3) (blue line) as a function of time and height.
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atmosphere can be assessed. Hence, the extent to which bioaerosols contribute to
radiative forcing remains difficult to predict, source apportioning being one of the main
challenges.

6. Future research directions

A multidisciplinary approach is required to understand the role of bioorganic aerosols in
the atmosphere. The physical and chemical processes involving atmospheric bioorganic
particles cannot be fully understood without considering other concomitant processes
driven, for instance, by microbiology or meteorology. Although the existing data suggest a
clear potential for bioaerosols to play important roles in both the physics and chemistry of
the atmosphere, the uncertainties are so substantial that any definite conclusions would be
premature at this stage. The list of uncertainties is long; the following are selected domains
of research deserving further studies:

. There is a need to accurately and selectively measure various forms of bioaerosols,
including measuring their fluxes. Measurements of total (and specific types of)
biological particle concentration, viable microbial concentration, condensation or
ice nuclei, binding sites or metabolic sources and sinks for various atmospheric
chemicals, etc., are needed. Many of the most common techniques for biogenic
aerosol characterization to date have been bulk methods, which can analyze for
specific substances or functional groups, and identify aerosols’ origin, history and
chemical characteristics. However, they cannot analyze morphology, surface
characteristics, and mixing state of size-resolved individual particles, and
furthermore are generally unable to follow aerosol transformations in the field
in real time. To further our understanding of the role of bioaerosols in climatically
relevant processes, techniques are needed which can routinely report on these
characteristics, preferably in real time, under ambient conditions. Certain AMS
methods [168–170] fulfill or are approaching these requirements, and will need to
be made more accessible in terms of cost and portability. BAMS [108,111,171,172]
is still in development but has the potential to identify biological particles in real
time, in the field. It may become more valuable to climatically-related bioaerosol
studies if our understanding of the IN or CCN properties of specific microbial
taxa develops further, which will again require studies of their surface
characteristics and chemistry.

. In order to assess the atmospheric nucleation potential of bioaerosols, the process
of atmospheric nucleation itself still needs to be elucidated. We can neither
theoretically nor experimentally separate the four modes of nucleation to explain
the present observations of ice crystals in the atmosphere. Bioaerosols have the
potential to act via any of the modal mechanisms. To determine which mode is
predominant, or the way in which several modes are dynamically related, would
be a huge leap forward in the understanding of their function in cloud processes
and climate forcing. Barring the development of a comprehensive theory or the
emergence of universally accepted experimental technique, the complementary
experimentation of cloud-chamber like systems and ‘single-drop’ systems, such as
levitation, should continue to offer alternative means of moving forward the state
of knowledge of atmospheric nucleation by bioorganic aerosols.
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. The field of bioaerosol physical chemistry is very complex and at early stages in its
evolution. There are several open issues, namely: (a) the contribution of airborne
taxa to the transformation of inorganic compounds including trace metals in the
atmosphere or at environmental interfaces, as well as the feedback of both
oxidation and reduction of metals on the biological particles; (b) the importance
of chemical heterogeneity, surface characteristics, size, form, single aerosol vs.
cluster configuration, environmental conditions (T, relative humidity, pH,
irradiation, etc.) on CCN or IN ability and the impact of chemical reaction on
modification of CCN/IN capability of atmospheric aerosols; (c) the roles of
biofilms, viruses and other airborne taxa; (d) the types of chemical feedbacks
which microbiology at air/snow/water interfaces supplies to the atmosphere; as
well as (e) the nature of chemical mechanism(s) which bio-particles undergo in the
atmosphere, and their impacts on the physics and chemistry of the atmosphere.

. Further fundamental laboratory chemical–biological research is required to pro-
vide an understanding of the kinetics and mechanisms for chemical transforma-
tion by/on bioaerosols including the nature of surfaces, environmental conditions,
enzymatic and non-enzymatic transformations, and chemical transformation
through non-microbiological processes which are nonetheless invoked by the
existence of biological debris.

. We also foresee some need for modeling studies (microphysics, coupled chemistry
models at different scales including global climate models) that will ultimately
evaluate the role of the bioaerosols.

. Finally, mechanism(s) for atmospheric transport of biological particles should be
further considered. Emission, transport, and deposition mechanisms for bioaer-
osols are to be further studied and an adequate transport model should be evolved.
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Appendix

1. Formation of a non-hydrostatic two-cylinder model

A low-dimensional model can be applied to test the complex liquid-phase and ice-phase
microphysical processes. For this reason, we chose a one-and-a-half-dimensional model. The first
cylindrical model was presented by Asai and Kasahara [190] to investigate the influence
of compensating downward motions on cumulus cloud formation and evolution. In such a model,
two circular concentric air columns describe the updraft/cloud region (inside column) and the
compensating downward motion region (outside column). This model also allows us to describe the
exchange processes between the lateral sides of the two cylinders. Yau [191] presented a method
to include explicit computations of perturbation pressures, which resolved the modeling problem of
an unrealistically large gradient of vertical velocities at the top of simulated cumulus clouds.
We further thoroughly modified the diagnostic method of computing the perturbation pressure force
by assuming that horizontally, the vertical wind velocities are distributed sinusoidally in cumulus
clouds. Vertical eddy fluxes were also calculated in order to consider the changes of the vertical
distribution of aerosols and hydrometeors induced by wind velocity deformation and thermal
instability.

2. Case study

The initial thermodynamic conditions for the simulation of this case were the same as those used by
Yau [191] to represent idealized sounding conditions of cumulus clouds. However, we modified the
temperature profile from 6 to 5.7�C km�1 above cloud base to ensure the temperature of the cloud
top around �10�C. The temperatures at the sea surface and at the cloud base (800m) were 24 and
17�C, respectively. In our study, the vertically horizontal wind shear was not considered. The
calculation method of initial pressure is given by Wilhelmson and Ogura [192]. The first calculation
of pressure is made without considering the vapor effect in the hydrostatic equation, assuming a 1000
mb pressure level at z¼ 0, qv is then determined; and the second calculation of pressure includes the
qv term.

@ ln p

@z
¼

g

RTð1þ 0:608qvÞ
ðA1Þ

The tripled maritime aerosol concentration and distribution were used in this case study.
The initial aerosol concentrations decreased exponentially with height above cloud base. The initial
drop sizes are determined by classical Kohler theory [193]. The maximum size of haze drops
is calculated in equilibrium at 99% relative humidity at the cloud base. To initiate convection, we
use a perturbation of vertical velocity to start our model. The initial vertical velocity impulse is
assumed to be

WðzÞ ¼ sinð�z=2Þ, z5 0:8 km ðA2Þ
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In the ice initiation process, primary ice crystals are nucleated through the immersion mode.
The concentrations of primary ice crystals depend on the ice-nucleation ability of bacteria.
The concentration of ice-nucleating bacteria is assumed to be 0.36 L�1 measured by Berezinski et al.
[194] at a temperature of �12�C, and linearly decreases to zero at the cloud base.

In the immersion mode, the size of bioaerosol-containing droplets is one important factor
affecting their nucleation rate and their scavenging. Note that the initial size distribution of IN
influences their sizes in addition to the collision and coalescence processes with water droplets. The
size distribution and hygroscopicity of IN impact their collision efficiency with hydrometeors. Both
their size distribution [16] and their activation as cloud condensation nuclei [195] are taken into
account in our study. The size distribution of IN is selected to be the same as a combination of two
measured bacterial size distributions [16,196] and the concentration of single cell particles is 40%
of the total particles.
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